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Machine Operation Status
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SuperKEKB luminosity is steadily increasing:  
• 5.1 x 1034 cm-2s-1 achieved (World Record).  
• 575 fb-1 of data was collected, 495 fb-1 on Y(4S) resonance. 
We are working on improving the luminosity (Target: 6 x 1035 cm-2s-1): 
• “Sudden Beam Loss” is the main issue preventing us from increasing the beam 

current. It damaged 2% of PXD gates.
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BB threshold

B-Factory idea
• Asymmetric collider ,  

 coherent  pairs 

• Boost of center-of-mass ( )  measure of  

• High luminosity  precision measurements 

• Hermetic detector, high precision in vertexing  closed 
kinematics

e+e− Ecm = m(Υ(4S)) = 10.58 GeV
⇒ BB

βγ = 0.28 ⇒ Δz
⇒

⇒

3

B-factory
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In B-Factories, e+ and e- collide at 10.58 GeV to make Y(4S) 
resonance decaying into B+B- and B0B0 in 96% of the time. 
Belle and BaBar played a crucial role in establishing large 
CP violation in the B-meson system in the SM and 
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 coherent  pairs 

• Boost of center-of-mass ( )  measure of  

• High luminosity  precision measurements 

• Hermetic detector, high precision in vertexing  closed 
kinematics

e+e− Ecm = m(Υ(4S)) = 10.58 GeV
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Introduction

The KEKB/Belle (1ab-1) and PEP-II/BaBar 
(550 fb-1) discovered CP violation in the B 
meson system, enabling measurements of 
the CKM matrix elements.

At B-factories, electrons and positrons collide at the energy of the Y(4S) 
resonance (10.58 GeV) to produce paris of B mesons.
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Unitarity triangle
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B-B mixing, B→ππ, πρ, ρρ

B-B mixing, 
B→J/ψKsB-B mixing

In B-factory, all 
parameters can be 

measured!!

A triangle can be defined from CKM parameters by imposing a unitarity requirement. 
Each parameter can be determined by measurement of semi-leptonic decay or B-B 
mixing. Any distortion of the triangle could be a signature of new physics.
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Measurement of the CKM Parameters

With 50 ab-1of data, not only the precision of φ1, but also |Vub|, φ2, φ3 will be significantly 
improved. On the other hand, the precision of |Vcb| and |Vtd| is tied to theoretical models 
and the accuracy of Lattice QCD calculations.

)* angle
• f3 is accessible at tree level: theoretically very clean, df3/f3 ~ 10-7 *

• Measured via the interference between %U → ,S-Uand %U → V,S-U

WK!XXY.
W[\]^Y. = 8F_J(`aUbc)

dB strong CP conserving phase

Uncertainty on f3
from 3-body D0 decay

Three approaches depending on D0 decay
channels:
• CP eigenstates: ()(*, +)+*, etc.
• Doubly Cabibbo suppr.: ()+*
• Multi-body (Dalitz analysis): (,+)+* ,

(,+)+*+-. Improving precision: model
independent approach and strong phase
measurements from BESIII.

suppressed

favored |Vub|

|Vcb|

* J. Brod, J. Zupan, JHEP 01 (2014) 05112

Belle II Physics Book

14

Summary

• Within the next years Belle II will be able to address the inclusive/exclusive
|Vcb|/|Vub| tension by measuring semileptonic B decays with missing energy.

• The use of advanced tagging techniques, i.e. FEI, together with untagged analyses
will allow to reach a precision of ~1% on |Vub| and ~1.5% on |Vcb|.

• Belle II will also deliver a high precision measurement of the f3 angle, exploiting
the Dalitz analysis of multi-body D0 decays in the B→ DK process.

Belle II: 50 ab-1
LHCb: 23 fb-1

UT in a decade
SM scenario

Assumptions:

Eiasha WAHEED

Belle II prospects for  φ3 (3)

Improving precision: Model independent approach 
and strong phase measurements from charm factory 

• Belle II will deliver a high precision measurement 
of the angle, exploiting the Dalitz analysis

UT (CKM Fitter) in a decade  
Assumptions:  
Belle II: 50 ab-1  

LHCb: 23 fb-1 

Foreseen φ3 precision of ~1.5o

19

Amount of Data 
[ab-1]

<
σ ϕ

3
>

Belle II: 50 ab-1 and LHCb: 23 fb-1Current Status

Observable Belle Belle II (5 ab-1) Belle II (50 ab-1)
|Vcb| incl. 1.8% 1.2% 1.2%

|Vcb| excl. 3.0ex ± 1.4th% 1.8% 1.4%

|Vub| incl. 6.0ex ± 2.5th% 3.4% 3.0%

|Vub| excl. 2.5ex ± 3.0th% 2.4% 1.2%

sin2φ1 (B->J/ψKs) 0.667 ± 0.023 ± 0.012 0.012 0.005
φ2 [deg] 85 ± 4 (Belle +BaBar) 2 0.6

φ3 [deg] (B->D(*)K(*)) 63 ± 13 4.7 1.5

arXiv:1808.10567

Introduction

Why are semileptonic B decays important?

Precision measurements of the SM:

I Semileptonic B decays used to
extract the CKM matrix elements
|Vub| and |Vcb|,

Potential probes of new physics

I Longstanding anomaly observed in
R(D⇤) measurements.
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⇤
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William Sutcli↵e on behalf of Belle II Semileptonic B decays at Belle II 14 March 2022, Moriond EW 2 / 12

Measurement Precision at Belle II
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Physics ProgramA diversified physics program

[arXiv:2207.06307] 5
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SuperKEKB/Belle II Experiment
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Physics objectives 
• Precise CKM measurements, rare decay studies, 

• GeV-scale dark matter searches (e.g., axion-like particles and dark photons), 

• Tau physics and hadron physics.

• A large tracking volume, providing 
high vertex resolution against high-
background environment.


• Improved π/K separation (~4σ)

• Trigger rate up to 30 kHz


• ~100% eff. for B meson events

• Dedicated triggers for dark sector 

searches

• Grid computing technology for data 

analysisBelle II TDR, arXiv:1011.0352 9

SuperKEKB/Belle II実験
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• SuperKEKB/Belle II実験では, 前身KEKB/Belle実験の約50倍の50 ab-1 のデータを貯め, 
CKM行列の精密測定やBアノマリーの検証を通して新しい物理法則のヒントを掴む。


• マルチレプトンやフォトンのトリガーを用いて、GeV領域の暗黒物質探索（アクシオン
様粒子、ダークフォトンなど）にも高い感度を持つ。

• バックグラウンドが10-20倍増えて
もBelle検出器以上の性能を維持 

• B中間子事象のトリガー効率 
~100 ％ 

Belle II検出器
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Vertexing performance — charm lifetime

The lifetime meas. nicely demonstrates 
performance of vertex reconstruction. 

10 August 8, 2022,  Keisuke Yoshihara

Vertexing performance — charm lifetime

arXiv:2206.15227, Phys. Rev. Lett. 127 (2021), 211801

e+ e-

π

K

π

beam spot

D0

The lifetime measurement nicely 
demonstrates performance of vertex 
reconstruction. 

momenta larger than 150 MeV=c are combined with Dþ

candidates to form D"þ → Dþπ0 decays. The D"þ decay
chain is fit using IR and π0mass constraints.Only candidates
with fit χ2 probabilities larger than 0.01 are retained. The
mass of theDþ candidate,mðK−πþπþÞ, must be in the range
½1.75; 2.00& GeV=c2 and the difference between the D"þ

and Dþ masses in the range ½138; 143& MeV=c2 ('3 times
the Δm resolution around the signal peak). The momentum
of the D"þ in the eþe− center-of-mass system must exceed
2.6 GeV=c to suppress D"þ candidates from bottom mes-
ons. This requirement is tighter than that used for D0

candidates because of the less-precise π0 -momentum
resolution.
The signal region in mðK−πþπþÞ is defined as

½1.855; 1.883& GeV=c2 (Fig. 1). It contains approximately
59 × 103 candidates after randomly selecting one D"þ

candidate for the percent-level fraction of events where
more than one is found. A binned least-squares fit to the
mðK−πþπþÞ distribution identifies about 9% of candidates
in the signal region as background. Simulation shows that
such background is composed of misreconstructed
charmed decays and random track combinations. In the
fit, the Dþ → K−πþπþ signal is modeled with the sum of
two Gaussian distributions and a Crystal Ball function; the
background is modeled with an exponential distribution.
The lifetimes are determined with unbinned maximum-

likelihood fits to the ðt; σtÞ distributions of the candidates
populating the signal regions. Each signal probability-
density function (PDF) is the convolution of an exponential
distribution in t with a resolution function that depends on
σt, multiplied by the PDF of σt. In the Dþ case, simulation
shows that a Gaussian distribution is sufficient to model the
resolution function. The mean of the resolution function is
allowed to float in the fit to account for a possible bias in
the determination of the decay time; the width is the per-
candidate σt scaled by a free parameter s to account for a
possible misestimation of the decay-time uncertainty. The
fit returns s ≈ 1.12 (1.29) for theD0 (Dþ) sample. In theD0

case, an additional Gaussian distribution is needed to
describe the 3% of candidates with poorer resolution.
This second component shares its mean with the principal
component but has its own free scaling parameter (s0 ≈ 2.5)
for the broader width.
In theD0 case, the signal region contains a 0.2% fraction

of background candidates. Sensitivity to the background
contamination and its effects on the decay-time distribution
is very limited. For the sake of simplicity, the background is
neglected in the fit and a systematic uncertainty is later
assigned. In the Dþ case, the signal region contains a non-
negligible amount of background, which is accounted
for in the fit. The background is modeled using data
with mðK−πþπþÞ in the sideband ½1.758; 1.814& ∪
½1.936; 1.992& GeV=c2 (Fig. 1), which is assumed to
contain exclusively background candidates and be repre-
sentative of the background in the signal region, as verified

in simulation. The background PDF consists of a zero-
lifetime component and two exponential components, all
convolved with a Gaussian resolution function having a
free mean and a width corresponding to sσt. To better
constrain the background parameters, a simultaneous fit
to the candidates in the signal region and sideband is
performed. The background fraction is Gaussian con-
strained in the fit to ð8.78' 0.05Þ%, as measured in the
mðK−πþπþÞ fit.
The PDF of σt is a histogram template derived directly

from the data. In the fit to the D0 sample, the template is
derived assuming that all candidates in the signal region are
signal decays. In the fit to the Dþ sample, the template is
derived from the candidates in the signal region by
subtracting the scaled distribution of the sideband data.
The PDF of σt for the background is obtained directly from
the sideband data.
The lifetime fits are tested on fully simulated data and on

sets of data generated by randomly sampling the PDF with
parameters fixed to the values found in the fits to the data.
All tests yield unbiased results and expected parameter
uncertainties, independent of the assumed values of the D0

and Dþ lifetimes.
The decay-time distributions of the data, with fit pro-

jections overlaid, are shown in Fig. 2. The measured D0

and Dþ lifetimes 410.5' 1.1ðstatÞ ' 0.8ðsystÞ fs and
1030.4' 4.7ðstatÞ ' 3.1ðsystÞ fs, respectively, are consis-
tent with their world averages [7]. The systematic uncer-
tainties arise from the sources listed in Table I and
described below. The total systematic uncertainty is the
sum in quadrature of the individual components.
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FIG. 2. Decay-time distributions of (top) D0 → K−πþ and
(bottom) Dþ → K−πþπþ candidates in their respective signal
regions with fit projections overlaid.
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Table I: Systematic uncertainties on the Λ+
c lifetime.

Source Uncertainty [fs]
Ξc contamination 0.34
Resolution model 0.46
Non-Ξc backgrounds 0.20
Detector alignment 0.46
Momentum scale 0.09
Total 0.77

band data, is the sum of two exponential functions con-
volved with Gaussian resolution functions, which account
for backgrounds from long-lived particles, and a zero-
lifetime component consisting only of the resolution func-
tion, which accounts for combinatorial backgrounds. To
account for a possible misestimation of the decay-time
uncertainty, the width of the resolution function is given
by the per-candidate σt multiplied by a scale factor, s,
which is a free parameter in the lifetime fit. The mean
of the resolution function is common for all terms, but a
separate σt-scaling parameter is used for the background
PDF.

To better constrain the background, a simultaneous fit
to the events in the signal region and sidebands is per-
formed, where the σt PDF for the sidebands is a binned
template determined by sideband events. The back-
ground fraction in the lifetime fit is Gaussian constrained
to (7.50 ± 0.02)%, as determined from the M(pK−π+)
fit.

The lifetime fit is validated both on fully simulated
data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated dis-
tributions generated by randomly sampling the lifetime
PDF determined from a fit to the collision data. All
validation fits return unbiased results, regardless of the
assumed Λ+

c lifetime. Studies of the decay-time distri-
bution in simulation suggest that σt is underestimated
by about 10%, which is in good agreement with the re-
sults from the lifetime fit to the data, for which the scale
parameter is determined to be s = 1.108 ± 0.006. The
mean of the resolution function is determined to be 4.77
± 0.63 fs.

The Λ+
c lifetime is measured to be 203.20 ± 0.89 fs,

where the uncertainty is statistical only. The lifetime
fit projection, overlaid on the decay time distribution in
the data sample, is shown in Fig. 2. The σt PDF used
in the lifetime fit is shown in Fig. 3. The systematic
uncertainty is calculated from the sum in quadrature of
individual contributions from the sources listed in Table I
and described below.

The systematic uncertainty due to backgrounds from
Ξc decays is determined by adding simulated events of
this type to the 1 ab−1 equivalent simulated sample ac-
cording to the estimated maximum contamination de-
termined from the fit to the distribution of the Λ+

c im-
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Figure 2: Decay-time distribution of Λ+
c → pK−π+ events

in the signal region (top) and sidebands (bottom) with fit
projections overlaid.
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Figure 3: Decay-time uncertainty distribution of Λ+
c →

pK−π+ events in the signal region (top) and sidebands (bot-
tom). The σt PDF used in the fit is shown by the solid blue
histogram and the background σt PDF is shown by the dashed
red histogram.

pact parameter in data and repeating the measurement.
The difference between the simulated Λ+

c lifetime and the
measured value is 0.68 fs. Since this is an estimate of the
maximum effect of remaining Ξc backgrounds, half the
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of the resolution function is common for all terms, but a
separate σt-scaling parameter is used for the background
PDF.

To better constrain the background, a simultaneous fit
to the events in the signal region and sidebands is per-
formed, where the σt PDF for the sidebands is a binned
template determined by sideband events. The back-
ground fraction in the lifetime fit is Gaussian constrained
to (7.50 ± 0.02)%, as determined from the M(pK−π+)
fit.

The lifetime fit is validated both on fully simulated
data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated dis-
tributions generated by randomly sampling the lifetime
PDF determined from a fit to the collision data. All
validation fits return unbiased results, regardless of the
assumed Λ+
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pact parameter in data and repeating the measurement.
The difference between the simulated Λ+

c lifetime and the
measured value is 0.68 fs. Since this is an estimate of the
maximum effect of remaining Ξc backgrounds, half the

momenta larger than 150 MeV=c are combined with Dþ

candidates to form D"þ → Dþπ0 decays. The D"þ decay
chain is fit using IR and π0mass constraints.Only candidates
with fit χ2 probabilities larger than 0.01 are retained. The
mass of theDþ candidate,mðK−πþπþÞ, must be in the range
½1.75; 2.00& GeV=c2 and the difference between the D"þ

and Dþ masses in the range ½138; 143& MeV=c2 ('3 times
the Δm resolution around the signal peak). The momentum
of the D"þ in the eþe− center-of-mass system must exceed
2.6 GeV=c to suppress D"þ candidates from bottom mes-
ons. This requirement is tighter than that used for D0

candidates because of the less-precise π0 -momentum
resolution.
The signal region in mðK−πþπþÞ is defined as

½1.855; 1.883& GeV=c2 (Fig. 1). It contains approximately
59 × 103 candidates after randomly selecting one D"þ

candidate for the percent-level fraction of events where
more than one is found. A binned least-squares fit to the
mðK−πþπþÞ distribution identifies about 9% of candidates
in the signal region as background. Simulation shows that
such background is composed of misreconstructed
charmed decays and random track combinations. In the
fit, the Dþ → K−πþπþ signal is modeled with the sum of
two Gaussian distributions and a Crystal Ball function; the
background is modeled with an exponential distribution.
The lifetimes are determined with unbinned maximum-

likelihood fits to the ðt; σtÞ distributions of the candidates
populating the signal regions. Each signal probability-
density function (PDF) is the convolution of an exponential
distribution in t with a resolution function that depends on
σt, multiplied by the PDF of σt. In the Dþ case, simulation
shows that a Gaussian distribution is sufficient to model the
resolution function. The mean of the resolution function is
allowed to float in the fit to account for a possible bias in
the determination of the decay time; the width is the per-
candidate σt scaled by a free parameter s to account for a
possible misestimation of the decay-time uncertainty. The
fit returns s ≈ 1.12 (1.29) for theD0 (Dþ) sample. In theD0

case, an additional Gaussian distribution is needed to
describe the 3% of candidates with poorer resolution.
This second component shares its mean with the principal
component but has its own free scaling parameter (s0 ≈ 2.5)
for the broader width.
In theD0 case, the signal region contains a 0.2% fraction

of background candidates. Sensitivity to the background
contamination and its effects on the decay-time distribution
is very limited. For the sake of simplicity, the background is
neglected in the fit and a systematic uncertainty is later
assigned. In the Dþ case, the signal region contains a non-
negligible amount of background, which is accounted
for in the fit. The background is modeled using data
with mðK−πþπþÞ in the sideband ½1.758; 1.814& ∪
½1.936; 1.992& GeV=c2 (Fig. 1), which is assumed to
contain exclusively background candidates and be repre-
sentative of the background in the signal region, as verified

in simulation. The background PDF consists of a zero-
lifetime component and two exponential components, all
convolved with a Gaussian resolution function having a
free mean and a width corresponding to sσt. To better
constrain the background parameters, a simultaneous fit
to the candidates in the signal region and sideband is
performed. The background fraction is Gaussian con-
strained in the fit to ð8.78' 0.05Þ%, as measured in the
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derived assuming that all candidates in the signal region are
signal decays. In the fit to the Dþ sample, the template is
derived from the candidates in the signal region by
subtracting the scaled distribution of the sideband data.
The PDF of σt for the background is obtained directly from
the sideband data.
The lifetime fits are tested on fully simulated data and on

sets of data generated by randomly sampling the PDF with
parameters fixed to the values found in the fits to the data.
All tests yield unbiased results and expected parameter
uncertainties, independent of the assumed values of the D0
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The decay-time distributions of the data, with fit pro-

jections overlaid, are shown in Fig. 2. The measured D0
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FIG. 2. Decay-time distributions of (top) D0 → K−πþ and
(bottom) Dþ → K−πþπþ candidates in their respective signal
regions with fit projections overlaid.
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Ξc contamination 0.34
Resolution model 0.46
Non-Ξc backgrounds 0.20
Detector alignment 0.46
Momentum scale 0.09
Total 0.77

band data, is the sum of two exponential functions con-
volved with Gaussian resolution functions, which account
for backgrounds from long-lived particles, and a zero-
lifetime component consisting only of the resolution func-
tion, which accounts for combinatorial backgrounds. To
account for a possible misestimation of the decay-time
uncertainty, the width of the resolution function is given
by the per-candidate σt multiplied by a scale factor, s,
which is a free parameter in the lifetime fit. The mean
of the resolution function is common for all terms, but a
separate σt-scaling parameter is used for the background
PDF.

To better constrain the background, a simultaneous fit
to the events in the signal region and sidebands is per-
formed, where the σt PDF for the sidebands is a binned
template determined by sideband events. The back-
ground fraction in the lifetime fit is Gaussian constrained
to (7.50 ± 0.02)%, as determined from the M(pK−π+)
fit.

The lifetime fit is validated both on fully simulated
data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated dis-
tributions generated by randomly sampling the lifetime
PDF determined from a fit to the collision data. All
validation fits return unbiased results, regardless of the
assumed Λ+

c lifetime. Studies of the decay-time distri-
bution in simulation suggest that σt is underestimated
by about 10%, which is in good agreement with the re-
sults from the lifetime fit to the data, for which the scale
parameter is determined to be s = 1.108 ± 0.006. The
mean of the resolution function is determined to be 4.77
± 0.63 fs.

The Λ+
c lifetime is measured to be 203.20 ± 0.89 fs,

where the uncertainty is statistical only. The lifetime
fit projection, overlaid on the decay time distribution in
the data sample, is shown in Fig. 2. The σt PDF used
in the lifetime fit is shown in Fig. 3. The systematic
uncertainty is calculated from the sum in quadrature of
individual contributions from the sources listed in Table I
and described below.

The systematic uncertainty due to backgrounds from
Ξc decays is determined by adding simulated events of
this type to the 1 ab−1 equivalent simulated sample ac-
cording to the estimated maximum contamination de-
termined from the fit to the distribution of the Λ+
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Table I: Systematic uncertainties on the Λ+
c lifetime.

Source Uncertainty [fs]
Ξc contamination 0.34
Resolution model 0.46
Non-Ξc backgrounds 0.20
Detector alignment 0.46
Momentum scale 0.09
Total 0.77
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lifetime component consisting only of the resolution func-
tion, which accounts for combinatorial backgrounds. To
account for a possible misestimation of the decay-time
uncertainty, the width of the resolution function is given
by the per-candidate σt multiplied by a scale factor, s,
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formed, where the σt PDF for the sidebands is a binned
template determined by sideband events. The back-
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to (7.50 ± 0.02)%, as determined from the M(pK−π+)
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The lifetime fit is validated both on fully simulated
data equivalent to 1 ab−1, about five times the integrated
luminosity of the collision data, and on simulated dis-
tributions generated by randomly sampling the lifetime
PDF determined from a fit to the collision data. All
validation fits return unbiased results, regardless of the
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c lifetime. Studies of the decay-time distri-
bution in simulation suggest that σt is underestimated
by about 10%, which is in good agreement with the re-
sults from the lifetime fit to the data, for which the scale
parameter is determined to be s = 1.108 ± 0.006. The
mean of the resolution function is determined to be 4.77
± 0.63 fs.

The Λ+
c lifetime is measured to be 203.20 ± 0.89 fs,

where the uncertainty is statistical only. The lifetime
fit projection, overlaid on the decay time distribution in
the data sample, is shown in Fig. 2. The σt PDF used
in the lifetime fit is shown in Fig. 3. The systematic
uncertainty is calculated from the sum in quadrature of
individual contributions from the sources listed in Table I
and described below.

The systematic uncertainty due to backgrounds from
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this type to the 1 ab−1 equivalent simulated sample ac-
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pact parameter in data and repeating the measurement.
The difference between the simulated Λ+

c lifetime and the
measured value is 0.68 fs. Since this is an estimate of the
maximum effect of remaining Ξc backgrounds, half the

side-band fit

events are used:

Backgrounds are estimated from 
the side-band or simulation.

World best meas. achieved 
thanks to new PXD layers. Phys. Rev. Lett. 131, 171803 (2023)

Phys. Rev. Lett. 130, 071802 (2023)Phys. Rev. Lett. 127, 211801 (2021)

https://doi.org/10.1103/PhysRevLett.131.171803
https://doi.org/10.1103/PhysRevLett.130.071802
https://doi.org/10.1103/PhysRevLett.127.211801
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φ3 φ1
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VcdV *cb

b→clv

(ρ,η)

VudV *ub

VcdV *cb

b→ulv

B→DK

B-B mixing, B→ππ, πρ, ρρ

B-B mixing, 
B→J/ψKsB-B mixing
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Time dependent CP asymmetry

μ-

mixing induced CPV Direct CPV

Υ(4S) Btag

Bcp

Δz = βγcΔt

KS

J/ψ
CP eigen state

B0-B0 mixing

B
B

B＞
B＞

f＞
f＞

≠

ACP = 0 (tree level)＊ S, A: defined by final state

SCP = 0.724 ± 0.035 (stat.) ± 0.009 (syst.)
（SPDG = 0.701 ± 0.017）

SCP(J/ψ KS) = sin(2φ1) meas.： 

b→ccs has a small unc. on theo. and exp. 
→ golden mode for φ1

B→J/ψ KS (362 fb-1) at Belle II (GFlaT)

11

Figure 8. Background-subtracted !t distributions for B0 →
J/ωK0

S (top) and B0 → J/ωK→0 (bottom) in the full r
range (points) and the best-fit function (lines) for opposite-
and like-flavor B pairs and the corresponding asymmetries.

VI. SUMMARY

We report on a new B flavor tagger, GFlaT, for Belle II
that uses a graph-neural-network to account for the cor-
related information among the decay products of the tag-
side B . We calibrate it using flavor-specific hadronic B
decays reconstructed in a (362±2) fb→1 sample of Belle II

data and determine an e!ective tagging e”ciency of

ωtag = (37.40± 0.43± 0.36)%, (8)

where the first uncertainty is statistical and the second is
systematic. For comparison, using the same data, we de-
termine ωtag = (31.68± 0.45)% for the Belle II category-

based flavor tagger.4 The GFlaT algorithm thus has an
18% better e!ective tagging e”ciency.
We demonstrate GFlaT by measuring S and C for

B0
→ J/εK0

S ,

S = 0.724 ± 0.035 ± 0.009, (9)

C = ↑0.035 ± 0.026 ± 0.029, (10)

with a statistical correlation between S and C of ↑0.09.
This measurement supersedes our preliminary result [16]
and agrees with previous measurements [2–4, 39]. The
statistical uncertainties are 8% and 7% smaller, respec-
tively, than they would be if measured using the category-
based flavor tagger, as expected given GFlaT’s higher
e!ective tagging e”ciency. From S, we calculate ϑ1 =
(23.2± 1.5± 0.6)↑.5
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The other solution ω/2→ ε1 is excluded from independent mea-
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φ1/β Measurement: Tree vs Penguin

μ-

• b→sqq transitions with quantum loops, CP asymmetry should be similar to that of 
tree-level b→ccs (e.g J/ψ KS) in the SM. However, if new particles contribute, the 
CP asymmetry can be modified. (φ1eff = φ1 +δφ1NP )

‣ φKs (362 fb-1) : SCP = 0.54 ± 0.26 (stat.) + 0.06 - 0.08 (syst.) 
‣ η’Ks (362 fb-1) : SCP = 0.67 ± 0.10 (stat.) ± 0.03 (syst.)  
‣ KsKsKs (362 fb-1) : SCP = -1.37 + 0.35 - 0.45 (stat.) ± 0.03 (syst.)

• B→φKs, η’Ks, KsKsKs  are golden channels (small theoretical uncertainty).

https://arxiv.org/pdf/2003.04831.pdf
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sin 20.699±0.17=1に 対 し て，sin 21
eff=0.74+0.11 

−0.13  
0.63±0.06（Ș，（K0） ƍK0）, 0.72±0.19（KSKSKS）であ
り 4），誤差が大きく判然としない．Belle II実験で
は，これらの CP非対称度の差ǻS=sin 21

eff−
sin 21を0.02～0.04の究極の精度で計る（図4）．
このズレが確定すれば，新物理の証拠となるばか
りでなく，新物理による CP非保存が見えたこと
になる．
2.5 荷電レプトン普遍性は破れるか？
標準理論の弱い相互作用は，反応に関与する荷
電レプトンの種類に依らない．これを“荷電レプ
トン普遍性”と呼ぶ．最近，B中間子の複数の崩
壊モードで，荷電レプトン普遍性の破れの兆候が
報告され，“Bアノマリー”と呼ばれ注目をあび
ている．このアノマリー（異常）は，2種類の崩
壊で報告されている．一つ目はツリー過程である
b→cĲȞ崩壊，二つ目はループ過程である b→sll崩
壊である．

B中間子のセミレプトニック崩壊は，終状態
のレプトンの違いにより，B→D（*）eȞ, B→D（*）ȝȞ, 
B→D（*）ĲȞの3モードがある．この反応は，標準
理論ではウィークボゾン（W）のツリーレベルの
交換によって起こり，Wと終状態レプトン対と

の結合は3種類の間で厳密に同じ（普遍）である．
実際に，B→D（*）eȞ, B→D（*）ȝȞの崩壊分岐比が同
じであることは数%の精度で確かめられている．
ところが，図5に示すように，現在得られている
B→D（*）ĲȞと B→D（*）lȞ（l=e or ȝ）の相対比は標準
理論の予言よりも大きい．実験データは，Belle
実験，BaBar実験，LHCb実験の3実験で得られ
ているが，どの実験の結果も標準理論より大きな
値を示し，3実験の平均値は， 
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崩壊の相対分岐比 R（D）と R（D*）の結果．
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Phys. Rev. D 110, 112002 (2024)

Phys. Rev. D 108, 072012 (2023)

Phys. Rev. D 109, 112020 (2024)

→ All consistent with HFLAV values.

https://link.aps.org/doi/10.1103/PhysRevD.110.112002
https://doi.org/10.1103/PhysRevD.108.072012
https://link.aps.org/doi/10.1103/PhysRevD.109.112020
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• Sensitive to direct CP asymmetry as well

•                   and                  are the most 
sensitive channels for φ2. 

• Tree and Penguin contributions must be 
disentangled to determine φ2. 

• Isospin analysis (π+π0, π +π -, π0π0) is 
effective 

+) の測定⼿法

ユニタリティ三⾓形の内⾓で誤差が最も⼤きい, F$ = 85.2#".!'".< °
p H → Y-YT

l Tree過程は弱位相を持ち、
,& → R45と,& → -,& → R45の
位相差は2F$ = arg(Q2=$ /Q>=$ )

l Penguin過程が無視できない
TreeとPenguinの⼲渉の効果が現れる

佐藤瑶
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â â

Z `

̅̀ ̅̀
^

\
]

b

!!

!"!
#"#

! "

"̅ !$

%

%̅

& &

c12
#!L = 1 − ,!Ld sin(2)d + 2Δ)d) , ,!L ≠ 0

c3+∗

2022年秋季⼤会岡⼭理科⼤学

Yu Nakazawa26th meeting on physics at B factories (July 19th, 2022)

3 decay modes in B→ππ   (A2: tree only, A0: tree + penguin) 
π+π- : 1/√2 A+- = A2 - A0 
π0π0 : A00 = 2A2 + A0 
π+π0 : A+0 = 3A2

Isospin analysis

9

1/ 2A+− + A00 = A+0

(1/ 2Ā+− + Ā00 = Ā+0)CP conjugate: 

VOLUME 65, NUMBER 27 PHYSICAL REVIEW LETTERS 31 DECEMBER 1990

There is a similar triangle relation for the charge-
conjugated processes:

(I/J2)A +A =A (4)

A2=1Aple'"e", A2=1A. le'"e

Here, 8+,8, and 8 are the amplitudes for the pro-
cesses Bd n+z, Bd z z, and B„z z, re-
spectively. The A amplitudes are obtained from the A
amplitudes by simply changing the sign of the CKM
phases (the strong phases remain the same). As noted
above, the A2 amplitude has only one piece, from the
tree-level diagram, so that

where 82 is the 1=2 final-state-interaction phase, and p,
is the tree-level CKM phase. Thus we have
IA+

I
=IA 1. On the other hand, there are both tree-

level and penguin contributions (with u, c, t-quark ex-
change) to Ap, so that there exists no simple relation be-
tween A+ and 2+, or between 8 and A
The magnitudes of the decay amplitudes are obtain-

able experimentally. For the charged-8 decay, IA+
I

comes directly from the branching ratio. In the case of
neutral-8 decays, in order to extract IA+ I, IA
IA I, and IA I, one has to take mixing into account.
The eA'ect of having more than one amplitude contribut-
ing to the decay 8 f has been considered in Ref. 6.
With Af=A(Bd f) and Af —=A(Bq f), the time
dependence of the decay is found to be

I (8 (t)-f) = I IAfl'e "[(I+141')+(I —I(I')cos(~mt) —21m(sin(hm t)],
I (8'(t)—f) = I IAfI'e "[(1+1&1')—(1—1&1')cos(am t)+21m(sin(am t)],

where

(6)

g =e ""Af/Af . (7)

Here, &M is the phase information from Bd-Bd mixing,
exp( —2ipttt) —=V,b V,d/V, b V,d. From Eq. (6), one can see
that, by measuring the time dependence of the decays
into tr+z and tr tr, it is possible to extract IA
IA+ I, IA I, and IA I

from the coefficients of the
constant and c so(dmt) terms. (For the tt tr final state,
this is admittedly rather difficult experimentally. Furth-
ermore, if color suppression holds, then one might expect
the branching ratio of Bd z z to be about an order of
magnitude smaller than that of Bd z+z . Never-
theless, these measurements should eventually be possi-
ble. ) The existence of a cos(hm t) term is due to direct
CP violation, i.e., the interference between tree and
penguin diagrams with diA'erent CKM phases and
diA'erent hadronic final-state-interaction phases. In the
approximation of neglecting the penguin contributions,
IAf I

= IAf I
and I(I = 1, so that this term disappears. In

addition, in this limit the triangles defined in Eqs. (3)
and (4) are congruent and have identical orientations.
The sin(d, m t ) term corresponds to the existence of CP

violation due to Af-Af interference via mixing. For the
final state, its coefficient is given by

In the limit in which penguin eAects are neglected, z =z,
so that Imp+ =sin2a directly measures the angle a of
the unitarity triangle. ' In the presence of penguins, z
and z are not equal, so that knowledge of their magni-
tudes and phases is necessary in order to extract a.
These are obtainable, however, from the triangle rela-

tions and from the knowledge of the magnitudes of the
decay amplitudes (the sides of the triangles). Consider
the triangle shown in Fig. 2(a) [which corresponds to
Eq. (3)]. The magnitude IAql is obtained directly from
IA+

I [Eq. (2)]. Simple geometrical considerations al-
low one to obtain I Apl and cos8 from the triangle, where
8 is the angle between Ap and A2. Note that sint) cannot
be determined, which means that, although the magni-
tude of 8 is known, the sign is not. The point is that the
triangle can be up or down; i.e., it can be reflected
through the A + axis. Therefore z is determined up to a
twofold ambiguity in the sign of its phase. Similarly, z
can be determined from the triangle in Fig. 2(b) [corre-
sponding to Eq. (4)], but there is again a twofold ambi-
guity in its phase. We find from Eq. (10),

Imp~ =Im e-" 1 —ze —"1-lzle -"
Im(+ —=Im e

1
—z

where Eqs. (2) and (5) have been used, and

z=Ap/Ap, z=Ap/A2.

(bj

Denoting the three angles of the unitarity triangle by a,
p, and ), we have p, =), &M, =p, and p+) =tt —a:

Imp+ =Im e " 1 —z
1 —z (10)

Ap
A+ 0

Ap
A

FIG. 2. Complex triangles of (a) Eq. (3) and (b) Eq. (4).
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1/ 2A+−

1/ 2Ā+−

2Δϕ22Δϕ2

A+0, Ā−0

Ā00

A00

Isospin triangle devised by M. Gronau and D. London

By using , , and BFs, the magnitude of θ is determined, its sign is not. 
⇒ Multiple candidates of φ2 are available.

#B→f %B→f

A2: tree only,  
A0: tree + penguin

360 fb-1 B(x10-6) Acp

π +π - 5.83 ± 0.22 ± 0.17 —

π +π 0 5.02 ± 0.28 ± 0.31 -0.082 ± 0.054 ± 0.008

π 0π 0 1.25 ± 0.20 ± 0.11 0.03 ± 0.30 ± 0.04

arXiv:2412.14260π 0π 0 (365 fb-1)

→ All isospin modes of B→ππ can be 
analyzed at Belle II.
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FIG. 1. Signal-enhanced (see text) distributions of (left to right) !E, Mbc, Ct, and wt for B+ → K+ω0 control-sample
candidates reconstructed in data, with fit projections overlaid. Lower panels show di”erences between observed and best-fit
values divided by the fit uncertainties (pulls).

ber of candidates in the sample, fj is the sample frac-

tion for component j, and pj(!Ei,M i
bc, C

i
t , w

i
t, q

i) is the
probability density function (pdf) for the ith candidate
to belong to the jth component. Here qi is the pre-
dicted flavor of the partner B meson of the ith can-
didate; wi is the probability for incorrectly identifying
the candidate flavor, which dilutes the true asymme-
try; k(qi) is a multiplicative correction for the flavor-
specific di”erence between predicted and observed wi;
and atag is the B0–B0 asymmetry in tagging e#ciency.
The factorization of the pdfs in Eq. (2) accounts for ob-
served dependences between observables. The values of
k(qi) and atag are Gaussian constrained from a flavor-

oscillation fit to B0 → D(→)↑h+ decays in simulation
and data, where h+ stands for ω+ or K+ [45]. These
and all other Gaussian constraints included in our model
are omitted from the above likelihood expression to sim-
plify notation. The CP asymmetry in data is further
diluted by a factor of (1↑ 2εd) due to B0B0 oscillations.
The known time-integrated B0B0-oscillation probability
εd = 0.1858± 0.0011 [19] is Gaussian-constrained in the
fit. The e”ective asymmetry of the BB background is
constrained to the value ABB = 0.056 ± 0.095 as deter-

mined in the !E < ↑0.3 GeV and Mbc > 5.26 GeV/c2

sideband. The e”ective asymmetry of the continuum
background Ac is freely determined by the fit.

Models for all sample components are chosen based
on large samples of simulated events. The signal Mbc

distribution is modeled using two Gaussian functions.
The signal !E distribution is modeled, in intervals of
Mbc, using the sum of a Gaussian function and a bi-
furcated Gaussian function. All functions have indepen-
dent means and widths. The BB Mbc distribution is
described with the sum of a Gaussian function and a
Johnson function [47]. The continuum Mbc distribution
is modeled with the sum of two ARGUS functions [48]
as the beam energy, which determines the upper end-
point of the distribution, varies during data taking. The
BB !E distribution is described with the sum of three
Gaussian functions and a bifurcated Gaussian function,

while continuum is described with a straight line, with
independent slopes in three intervals of wt. The Ct dis-
tribution of continuum is modeled using the sum of a
Gaussian function and a bifurcated Gaussian function.
The Ct distributions of signal and BB are each modeled
using the same functional form in three intervals of wt,
with independent parameters. The signal, BB, and con-
tinuum wt distributions are each modeled using the sum
of three Gaussian functions with independent parame-
ters. Signal and BB model parameters are determined
using fits to simulated events. Additional degrees of free-
dom related to the position and width of the peaking
structures are included in the signal-data fit as Gaussian
constraints determined from fits to B+ → K+ω0 decays.
These account for residual data-simulation discrepancies
such as the 12± 4 MeV di”erence in !E peak position.
Continuum model parameters are freely determined by
the fit.

We validate the analysis by applying it to B+ → K+ω0

and B0 → D0(→ K+ω↑ω0)ω0 decays. The photon and
ω0 criteria applied in the B+ → K+ω0 selection are the
same as for the B0 → ω0ω0 analysis. The kaon candi-
date is a charged particle that satisfies a loose require-
ment on the ratio LK/(Lω + LK), where the likelihood
Lω,K for a pion or kaon hypothesis combines particle-
identification information from all subdetectors except
the pixel detector. For the B0 → D0(→ K+ω↑ω0)ω0

control channel, all photon and ω0 selections are the same
as for signal except the 1.5 GeV/c threshold on ω0 mo-
mentum, which is removed to accommodate the signif-
icantly lower momentum spectrum, and an additional
1.84 < m(K+ω↑ω0) < 1.88 GeV/c2 restriction on the
D mass. Figure 1 shows signal-enhanced data distribu-
tions with fit projections overlaid for the B+ → K+ω0

channel. The signal-enhancing selection is defined as
5.275 < Mbc < 5.285 GeV/c2, ↑0.10 < !E < 0.05GeV,
and Ct > 0 and applied to all relevant variables except
the one displayed. We determine B(B+ → K+ω0) =
(14.3±0.5)↓10↑6, ACP (B+ → K+ω0) = 0.078±0.076,
B(B0 → D0(→ K+ω↑ω0)ω0) = (41.4 ± 2.4) ↓ 10↑6 and
ACP (B

0 → D0ω0) = 0.01 ± 0.10, which all agree with

π0π0

Phys. Rev. D 109, 012001 (2024)π 0π + (362 fb-1)φ2/α measurement: B→ππ (365 fb-1)

https://doi.org/10.1103/PhysRevD.109.012001
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μ-

φ2/α measurement: B→ρρ (365 fb-1)

• B→ ρρ decay is characterized by three helicity states (longitudinal H0 
and transverse H+ and H-). Longitudinal polarization fraction (|H0|2/Σ|Hi|2) 
is an observable in angular analysis.


• Simultaneous fit in kinematic variables to extract branching fraction, 
longitudinal polarization fraction (fL), charge asymmetry (Acp)

arXiv:2412.19624

• Suppress continuum with NNet and tag the flavor to measure the CP asymmetry:

‣  ACP = -0.26 ± 0.21, SCP = -0.02 ± 0.13 

• Obtain a 10% improvement on WA for φ2 when including this new result: 

‣φ2 = (92.6 +4.5 -4.8)

10

Fig. 2. Distributions for !E (top left), mω±ω0 (top center, top right), TC (bottom left), and cos ωε± (bottom center, bottom
right). The points with error bars represent the data, the solid red curves show the sum of all contributions, the long-dashed
blue curves show the LP signal, the short-dashed red curves show the TP signal, the short-dashed blue curves show the sum
of LP and TP SCF, the dotted purple curves represent peaking backgrounds. The hatched red histograms show the BB
background, the shaded (orange) histograms show the continuum events, and the cross-hatched (black) histograms represent
the ε+ε→ background.

Fig. 3. Distributions for !t of B0
tag in 0.875 < r < 1.0 (left), !t of B0

tag in 0.875 < r < 1.0 (center), and background-subtracted
asymmetry using the sPlot technique [52]. The points with error bars represent the data and the curves show the fit result.
The sWeights are calculated using !E, mω±ω0 , cosωε± , and qr.
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|Vub| and |Vcb| measurement

Semi-leptonic B decays are used to extract the CKM parameters |Vub| and |Vcb|. 

•                    and                     are golden 
modes for |Vub| and |Vcb| 
measurements.


• There exists a longstanding 
discrepancy (~3.3σ) between exclusive 
and inclusive measurements. 


• Belle II can precisely measure both 
modes.

A. J. Schwartz   CKM and CPV measurements at Belle/Belle II  LLWI 2025   12

Belle

Inclusive vs. Exclusive |Vcb |, |Vub |

Exclusive (x 10-3) Inclusive (x 10-3) Difference

|Vcb| 40.2 ± 0.6 (D*ln, BGL form factor)
38.9 ± 0.7 (Dln, BGL form factor)

41.97 ± 0.48 (kinetic scheme,
               MX + El  + q2 moments)

2.3s, 3.6s

|Vub| 3.75 ± 0.06 ± 0.19 (pln, BCL form 
                                 factor + LQCD)

4.06 ± 0.12 ± 0.11 (GGOU 
                            kinetic scheme)
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Figure 25: Combined average on |Vub| and |Vcb| including the LHCb measurements of |Vub|/|Vcb|

from ⇤0

b
! pµ�⌫µ and B

0

s
! Kµ�⌫µ decays, the exclusive |Vub| measurement from B ! ⇡`�⌫`,

and the |Vcb| average from B ! D`�⌫`, B ! D⇤`�⌫` and B
0

s
! D(⇤)

s µ�⌫µ measurements. The
point with the error bars corresponds to the inclusive |Vcb| from from Ref. [61], and the inclusive
|Vub| from GGOU calculation (Sec. 6.4.3).

The combined fit for |Vub| and |Vcb| results in

|Vub| = (3.43 ± 0.12) ⇥ 10�3 (124)
|Vcb| = (39.77 ± 0.46) ⇥ 10�3 (125)

⇢(|Vub|, |Vcb|) = 0.239 , (126)

where the uncertainties in the inputs are considered uncorrelated. The �2 of the fit is 3.9 for 1
d.o.f., corresponding to a P (�2) of 4.8%. The fit result is shown in Fig. 25. The difference of
|Vub| from the GGOU inclusive result, (4.06 ± 0.12+0.11

�0.11
) ⇥ 10�3 (Table 50), taken as reference,

is about 3�. Also |Vcb| differs from the result for inclusive |Vcb| from the global fit reported in
Ref. [61], (41.97 ± 0.48) ⇥ 10�3, by more than 3�.

6.6 B ! D
(⇤)

⌧⌫⌧ decays

In the SM, the semileptonic decays are tree level processes which proceed via the coupling
to the W± boson. These couplings are assumed to be universal for all leptons and are well
understood theoretically, (see Section 5.1 and 5.2). This universality has been tested in purely

96

Heavy Flavor Averaging Group (HFLAV), arXiv:2411.18639 (2024)

LHCb 2015
B(Λ

b
→pµ−ν̄)

B(Λ
b
→Λ

+
c µ−ν̄)

:

|V
ub
|

|V
cb
|
= 0.079 ± 0.003 ± 0.004

arXiv: 2411.18639
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B Meson Tagging

• Presence of Btag allows analysis in three modes:  

‣ Hadronic, semi-leptonic, and untagged 

‣ Reconstructing Btag requires a lot of data (low efficiency) 

‣ Btag is crucial when neutrinos are present on the signal side. 
• AI/ML approach significantly improves reconstruction efficiency 

compared to the Belle era.

 March 19, 2022,  Keisuke Yoshihara 11

B中間子の再構成

• 一方のB中間子 (Btag) を再構成する。 

‣ S/N：hadronic > semi-leptonic > untagged 

‣ 再構成効率： untagged < semi-leptonic < hadronic 

• 他方のB中間子 (Bsig) を再構成する。 
• 解析モードに依存。 

• Full Event Interpretation (機械学習アルゴリズム）の導入により
Belle時代と比較して再構成効率が２倍改善。

D0
π +

K -

π -

l +

ν +

e-

e+
Υ(4S)Btag Bsig

arXiv: 2008.06096 

D0
π +

K -

l - Btag
ν +

arXiv: 2008.06096 

Btag

?

tag-side signal-side

hadronicsemi-leptonicuntagged

S/N
goodbad

Rec. Eff. high low

Reconstruct Opposite-Side B Meson (Btag) 
(Since B mesons are produced in paris, they can be identified with high efficiency)

Signal-Side B Meson (Bsig) 
depends on the analysis mode.

O(0.1)%ε = 100 %
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• Untagged analysis was performed at Belle II 

• Reconstructing low momentum π from D* is challenging in D* → D0(→Kπ)π

• Simultaneous fit using the angle cosθ and mass difference ΔM (= M(D*) - M(D)) 

in the B and D*ℓ(=Y) system. 

|Vcb| measurement : B→D(*)ℓν (190 fb-1)

• Non-perturbative form factor models: BGL, CLN

8

FIG. 3. Distributions of reconstructed cos ωBY and !M for B0 → D→+e↑ε̄e (left) and B0 → D→+µ↑ε̄µ (right) candidates in
data with expectations from simulation overlaid. The simulated samples are weighted according to integrated luminosity. The
hatched area represents the uncertainty due to the finite size of the simulated sample, and systematic uncertainties arising from
the lepton identification, slow-pion reconstruction, and tracking e!ciency of the K, ϑ, and ϖ.

bin i, and is written as

fMC
ik (ω) =

pMC
ik (1 + ωikεik)∑

j p
MC
jk (1 + ωjkεjk)

, (24)

where pMC
ik is the probability that a k category event is

found in bin i as determined from the simulation. This
allows the shape of the template to vary according to the
nuisance parameter εjk and 1ϑ deviation ωik due to the
limited size of simulated samples and other systematic
sources (see Sec. VII).

The likelihood function for a given bin of the recoil
parameter or one of the decay angles is

→2 lnL(ε,ω) = →2 ln
∏

i

P(ϖobs
i , ϖexp

i ) + ωTC→1

ω ω, (25)

and we minimize it numerically using the iminuit pack-
age [41, 42]. Here, ϖobs

i is the number of observed events
in data in a given bin and P denotes the Poisson dis-
tribution. Further, Cω is the correlation matrix of the

nuisance parameters. The resulting signal yields in bins
of kinematic variables are provided in Appendix A.

B. Unfolding of fitted yields

The resolution and limited acceptance of the Belle II
detector distort the kinematic variables. In order to com-
pare them to the theory expressions of Sec. II, we correct
the extracted number of signal events for migrations, e!-
ciencies, and acceptance e"ects. The migration between
observed and true values is expressed as a conditional
probability of events being observed in a bin x of the re-
coil parameter or a decay angle, given that its true value
is in bin y,

Mxy = P (observed in bin x|true value in bin y) . (26)

The matrices summarizing these conditional probabili-
ties for the electron final state are shown in Fig. 4, and
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pare them to the theory expressions of Sec. II, we correct
the extracted number of signal events for migrations, e!-
ciencies, and acceptance e"ects. The migration between
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probability of events being observed in a bin x of the re-
coil parameter or a decay angle, given that its true value
is in bin y,

Mxy = P (observed in bin x|true value in bin y) . (26)

The matrices summarizing these conditional probabili-
ties for the electron final state are shown in Fig. 4, and

|Vcb|BGL = (40.6 ± 0.3(stat) ± 1.0(syst) ± 0.6(tho)) x 10-3

|Vcb|CLN = (40.1 ± 0.3(stat) ± 0.9(syst) ± 0.6(tho)) x 10-3

Phys. Rev. D 108, 092013 (2023)

https://doi.org/10.1103/PhysRevD.108.092013
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⌧⌫⌧ decays

In the SM, the semileptonic decays are tree level processes which proceed via the coupling
to the W± boson. These couplings are assumed to be universal for all leptons and are well
understood theoretically, (see Section 5.1 and 5.2). This universality has been tested in purely
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Latest Status: |Vub| and |Vcb| 

New exclusive results from Belle II (untagged)
• B→πlv (362 fb-1): 

|Vub| = (3.73 ± 0.16) x 10-3

• B→ρlv (362 fb-1): 
|Vub| = (3.19 ± 0.33) x 10-3

Pion modes reduce the tension, 
while large uncertainty with ρ. 
Theory inputs are key.

New exclusive measurement (tagged) from Belle (711 fb-1) exploiting full differential 
information from B→D*lv decays for the first time: |Vcb| = (40.6 ± 0.9) ×10-3

arXiv:2407.17403
arXiv2301.07529
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Evidence for B→τν (365 fb-1)

• Ideal probe for |Vub|, but helicity suppressed. Not yet observed.  
• Use Hadronic tag. Reconstruct the tau decays into leptons, a pion, or a ρ.  
• At least 2 neutrinos, large missing mass and no residual energy in the calorimeter.

arXiv:2502.04885Evidence of B → τ ν 
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Ideal probe for |Vub|, but helicity suppressed.  
Evidence from Babar/Belle, but not yet observed.  
Hadronic tag. Reconstruct the tau decays into 
leptons, a pion, or a ρ. At least 3 neutrinos,  
large missing mass and nothing else:  
no residual energy in the calorimeter. 
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Agrees with SM and previous results

9

FIG. 5. First row: distributions of Eextra
ECL (left) and M2

miss (right) with the fit results superimposed. The signal MC is scaled by
a factor of 30 to make it visible. Second row: distributions of Eextra

ECL with the fit results superimposed for the leptonic channels
in the signal enriched region M2

miss > 10 GeV2/c4. Third row: distributions of Eextra
ECL with the fit results superimposed for the

hadronic channels in the signal enriched region M2
miss > 0.8 GeV2/c4.

set to the uncertainty of the latest PDG world average [2].
Repeating the fit with the modified MC samples, we ob-
tain a 4.1% systematic uncertainty.

The Btag reconstruction e!ciency is calibrated with

the B+
→ Xω+εω and B+

→ D(→)ϑ+ control samples.
We generate 20 alternative sets of calibration factors from
the covariance matrix of the nominal ones. Repeating the
fit with the alternative corrections, we observe a 2.2%

11

FIG. 6. Distributions of Eextra
ECL (top) and M2

miss (bottom) for
the signal embedding control sample.

measurement with past measurements from BABAR and
Belle, and SM predictions based on exclusive and inclu-
sive determinations of |Vub| [4].

Assuming the SM, and using fB = (190.0 ±

1.3) MeV [3], we extract from the B(B+
→ ω+εω ) a mea-

surement of the CKM matrix element

|Vub|B+→ω+εω
= [4.41+0.74

↑0.89]↑ 10↑3. (7)

Even though we use a smaller data sample, the sta-
tistical uncertainty of this measurement is compara-
ble to the previous hadronic tag analysis from BABAR
(426 fb↑1) [11] and Belle (711 fb↑1) [12]. This improved
sensitivity is due to the use of a new B tagging algorithm
and an optimized selection.

FIG. 7. Branching fraction B(B+
→ ω+εω ) measured by

Belle II compared with the past measurements and the two
SM expectation values, the yellow band calculated using the
exclusive value |Vub| = (3.75 ± 0.06 ± 0.19) ↑ 10→3 and the
green band with the inclusive value |Vub| = (4.06 ± 0.12 ±

0.11)↑ 10→3.
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Lepton Flavor Universality (LFU)

 March 6, 2025,  Keisuke Yoshihara

• In the SM, the coupling constants for weak 
interactions should be independent of the 
charged lepton flavor (e, μ, τ).


• Measurement of R(D(*)) in b →cℓv transitions 
show deviations from the SM.  

• Such anomalies are crucial for determining 
new physics directions, requiring further 
validation.


• Belle II will perform independent and 
complementary tests of LFU in various 
final states.

https://arxiv.org/pdf/2003.04831.pdf

B anomalies

arXiv:0804.4412

The decays B → K∗!+!−, where K∗ → Kπ and
!+!− is either an e+e− or µ+µ− pair, arise from flavor-
changing neutral currents (FCNC), which are forbidden
at tree level in the Standard Model (SM). The lowest-
order SM processes contributing to these decays are the
photon or Z penguin and the W+W− box diagrams
shown in Fig. 1. The amplitudes can be expressed in
terms of effective Wilson coefficients for the electromag-
netic penguin, Ceff

7 , and the vector and axial-vector elec-
troweak contributions, Ceff

9 and Ceff

10 respectively, arising
from the interference of the Z penguin and W+W− box
diagrams [1]. The angular distributions in these decays
as a function of dilepton mass squared q2 = m2

!+!− are
sensitive to many possible new physics contributions [2].

We describe measurements of the distribution of the
angle θK between the K and the B directions in the K∗

rest frame. A fit to cos θK of the form [3]

3

2
FL cos2 θK +

3

4
(1 − FL)(1 − cos2 θK) (1)

determines FL, the K∗ longitudinal polarization fraction.
We also describe measurements of the distribution of the
angle θ! between the !+(!−) and the B(B) direction in
the !+!− rest frame. A fit to cos θ! of the form [3]

3

4
FL(1−cos2 θ!)+

3

8
(1−FL)(1+cos2 θ!)+AFB cos θ! (2)

determines AFB, the lepton forward-backward asymme-
try. These measurements are done in a low q2 region
0.1 < q2 < 6.25 GeV2/c4, and in a high q2 region above
10.24 GeV2/c4. We remove the J/ψ and ψ(2S) resonances
by vetoing events in the regions q2 = 6.25-10.24 GeV2/c4

and q2 = 12.96-14.06 GeV2/c4 respectively.
The SM predicts a distinctive variation of AFB arising

from the interference between the different amplitudes.
The expected SM dependence of AFB and FL on q2 along
with variations due to opposite-sign Wilson coefficients
are shown in Fig. 3. At low q2, where Ceff

7 dominates,
AFB is expected to be small with a zero-crossing point
at q2 ∼ 4 GeV2/c4 [4, 5, 6]. There is an experimental con-
straint on the magnitude of Ceff

7 coming from the branch-
ing fraction for b → sγ [6, 7], which corresponds to the
limit q2 → 0. However, a reversal of the sign of Ceff

7 is

q q

b st,c,u
W −

γ , Z

l +

l −

q q

b st,c,u

W +W − ν

l − l +

FIG. 1: Lowest-order Feynman diagrams for b → s!+!−.

allowed. At high q2, the product of Ceff

9 and Ceff

10 is ex-
pected to give a large positive asymmetry. Right-handed
weak currents have an opposite-sign Ceff

9 Ceff

10 which would
give a negative AFB at high q2. Contributions from non-
SM processes can change the magnitudes and relative
signs of Ceff

7 , Ceff

9 and Ceff

10, and may introduce complex
phases between them [3, 8]. An experimental determi-
nation of FL is required to obtain a model-independent
AFB result, and thus avoid drawing possibly incorrect
inferences about new physics from our observations.

We reconstruct signal events in six separate flavor-
specific final states containing an e+e− or µ+µ− pair,
and a K∗(892) candidate reconstructed as K+π−, K+π0

or K0
S
π+ (or their charge conjugates). To understand

combinatorial backgrounds we also reconstruct samples
containing the same hadronic final states and e±µ∓ pairs,
where no signal is expected because of lepton flavor con-
servation. To understand backgrounds from hadrons (h)
misidentified as muons, we similarly reconstruct samples
containing h±µ∓ pairs with no particle identification re-
quirement for the h±.

We use a dataset of 384 million BB pairs collected
at the Υ (4S) resonance with the BABAR detector [9] at
the PEP-II asymmetric-energy e+e− collider. Track-
ing is provided by a five-layer silicon vertex tracker
and a 40-layer drift chamber in a 1.5 T magnetic field.
We identify electrons with a CsI(Tl) electromagnetic
calorimeter, muons with an instrumented magnetic flux
return, and K+ using a detector of internally reflected
Cherenkov light as well as ionization energy loss infor-
mation. Charged tracks other than identified e, µ and
K candidates are treated as pions. Electrons (muons)
are required to have momenta p > 0.3(0.7)GeV/c in the
laboratory frame. We add photons to electrons when
they are consistent with bremsstrahlung, and do not use
electrons that arise from photon conversions to low-mass
e+e− pairs. Neutral K0

S
→ π+π− candidates are required

to have an invariant mass consistent with the nominal K0

mass [10], and a flight distance from the e+e− interac-
tion point which is more than three times its uncertainty.
Neutral pion candidates are formed from two photons
with Eγ > 50 MeV, and an invariant mass between 115
and 155 MeV/c2. We require K∗(892) candidates to have
an invariant mass 0.82 < M(Kπ) < 0.97 GeV/c2.

B → K∗!+!− decays are characterized by the kine-
matic variables mES =

√

s/4 − p∗2B and ∆E = E∗
B −√

s/2, where p∗B and E∗
B are the reconstructed B mo-

mentum and energy in the center-of-mass (CM) frame,
and

√
s is the total CM energy. We define a fit re-

gion mES > 5.2 GeV/c2, with −0.07 < ∆E < 0.04
(−0.04 < ∆E < 0.04) GeV for e+e− (µ+µ−) final
states in the low q2 region, and −0.08 < ∆E < 0.05
(−0.05 < ∆E < 0.05) GeV for high q2. We use the
wider (narrower)∆E windows to select the e±µ∓ (h±µ∓)
background samples.

The most significant background arises from random
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AFB is expected to be small with a zero-crossing point
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pected to give a large positive asymmetry. Right-handed
weak currents have an opposite-sign Ceff

9 Ceff

10 which would
give a negative AFB at high q2. Contributions from non-
SM processes can change the magnitudes and relative
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10, and may introduce complex
phases between them [3, 8]. An experimental determi-
nation of FL is required to obtain a model-independent
AFB result, and thus avoid drawing possibly incorrect
inferences about new physics from our observations.

We reconstruct signal events in six separate flavor-
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and a K∗(892) candidate reconstructed as K+π−, K+π0
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where no signal is expected because of lepton flavor con-
servation. To understand backgrounds from hadrons (h)
misidentified as muons, we similarly reconstruct samples
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B→D(*)τν (190 fb-1)

• Since B meson decays via W in the SM, the BF is large O (1) %

• This is a decay of 3rd gen. quark to 3rd gen. lepton


‣ Large coupling to heavy particle（e.g. charged Higgs)


‣ Large coupling to 3rd gen. particles (e.g. LQ or Z’ model)

• At least 3 neutrino in the final state → Flavor tagging is a key

H+, W’ ν
τ

cb

b
LQ

ν
c

τ

• Unc. can be suppressed by taking a ratio (LFU)
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B→D(*)τν

• 標準模型ではWを介して崩壊するため、分岐比は O (1)%と大きい。


• 第３世代のクォークから第３世代のレプトンへの崩壊


‣ 重い粒子に結合しやすい（e.g. charged Higgs)


‣ 第３世代だけカップリングが大きい (e.g. LQ model, Z’ model)


• 終状態に複数のニュートリノ→ 逆側のB中間子を再構成する。

π +

K -
D0

π -

l +

ν

e-

e+
Υ(4S)Btag Bsig

ντ +
νD(*)

tag-side signal-side

hadronic FEI

H+, W’ ν
τ

cb

b
LQ

ν
c

τ

0.2 0.3 0.4 0.5
R(D)

0.2

0.25

0.3

0.35

0.4R(
D

*)

Bigi 16, Gambino 19

Bordone 19

 = 1.0 contours2χΔ

World Average
 0.014± 0.026 ±R(D) = 0.339 
 0.010± 0.010 ±R(D*) = 0.295 

 = -0.38ρ
) = 28%2χP(

HFLAV

2021

σ3

LHCb15

LHCb18

Belle17

Belle19 Belle15

BaBar12

Average

HFLAV
2021

Belle II (5 ab-1) Belle II (50 ab-1)

RD ±6.0±3.9% ±2.0±2.5%

RD(*) ±3.0±2.5% ±1.0±2.0%

• 比を取ることで不定性を抑える。

Testing accidental SM symmetries

16

In the SM, W boson couples 
equally to all leptons. Evidence 
for a  consistent pattern: larger 
coupling for tau measured with  

Hadronic-tagged analysis provides 
comparable precision to equivalent 
Belle result with 1⁄4 the sample 

SM

Residual energy in the calorimeter [GeV]

R(D−) = 0.26 ± 0.04+0.04
∘0.03

R (D(−)) ⋆ ≡(B ℬ D(−)ατ)
≡(B ℬ D(−)ντ)

[PRD 110 (2024) 072020] 

R(D(*)) = 0.26 ± 0.04 (stat.) + 0.04 - 0.03 (syst.).

Phys. Rev. D 110, 072020 (2024)

Residual energy in the calorimeter [GeV]

https://link.aps.org/doi/10.1103/PhysRevD.110.072020
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Latest Status: R(D*) vs R(D)
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b→sℓ+ℓ-

• Flavor changing neutral current (FCNC) b→s (d) decay proceeds with a loop 
diagram. Hence it is suppressed in the SM. 

‣ Enhancement of new physics contribution (e.g. SUSY, Z’, LQ model etc）

• b→sℓ+ℓ-  is experimentally a clean signature. 

• Unc. can be suppressed by taking a ratio:

Z’
ℓ
ℓ

sb
t

W

LQ
s
ℓ

b ℓ

χ
ℓ
ℓ

sb
t

Z/γ*

~

~

• In Belle II, in addition to R(K*), an inclusive measurement of R(Xs) is also possible. 
Flat sensitivity over q2.
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Evidence for B→K+νν (362 fb-1)

• Btag is a key since two neutrinos are in the 
final state. BDT analysis is employed to 
further improve the Belle II sensitivity.

• Continuum BG is estimated by  
off-resonance data with another BDT.

• FCNC b→s (d) process 
• Independent probe against b→sℓ+ℓ-

4

A search for the flavor-changing neutral-current decay B+ ! K+⌫⌫̄ is performed at the Belle II ex-
periment at the SuperKEKB asymmetric energy electron-positron collider. The results are based on
a data sample corresponding to an integrated luminosity of 63 fb�1 collected at the ⌥ (4S) resonance
and a sample of 9 fb�1 collected at an energy 60MeV below the resonance. A novel measurement
method is employed, which exploits topological properties of the B+ ! K+⌫⌫̄ decay that di↵er
from both generic bottom-meson decays and light-quark pair production. This inclusive tagging
approach o↵ers a higher signal e�ciency compared to previous searches. No significant signal is
observed. An upper limit on the branching fraction of B+ ! K+⌫⌫̄ of 4.1⇥ 10�5 is set at the 90%
confidence level.

PACS numbers: 13.25.Hw, 14.40.Nd, 12.15.Mm

Flavor-changing neutral-current transitions, such as
b ! s⌫⌫̄, are suppressed in the Standard Model (SM)
by the extended Glashow–Iliopoulos–Maiani mechanism
[1]. These transitions can only occur at higher orders in
SM perturbation theory via weak amplitudes involving
the exchange of at least two gauge bosons, as illustrated
in Fig. 1. The absence of charged leptons in the final
state reduces the corresponding theoretical uncertainty
compared to b ! s`+`� transitions, which su↵er from a
breaking of factorization caused by photon exchange [2].
The branching fraction of the B+ ! K+⌫⌫̄ decay [3],
which involves a b ! s⌫⌫̄ transition, is predicted to be
(4.6± 0.5)⇥ 10�6 [4].

b s

⌫

⌫

u, c, t

Z

W�

(a) Penguin diagram

b s

⌫ ⌫

u, c, t

`�

W� W+

(b) Box diagram

FIG. 1: Lowest-order quark-level diagrams for the b ! s⌫⌫̄
transition in the SM.

Studies of this rare decay are currently of particular in-
terest, as this process o↵ers a complementary probe of po-
tential non-SM physics scenarios that are proposed to ex-
plain the tensions with the SM predictions in b ! s`+`�

transitions [5] observed in Refs. [6–11]. More generally,
measurements of the B+ ! K+⌫⌫̄ decay help constrain
models that predict new particles, such as leptoquarks
[12], axions [13], or dark matter particles [14].

The study of the B+ ! K+⌫⌫̄ decay is experimen-
tally challenging as the final state contains two neutri-
nos, which leave no signature in the detector and cannot
be used to derive information about the signal B-meson.
Previous searches used tagged approaches, where the sec-
ond B meson produced in the e+e� ! ⌥ (4S) ! BB̄
event is explicitly reconstructed in a hadronic decay [15–
17] or in a semileptonic decay [18, 19]. This tagging
suppresses background events but results in a low sig-
nal reconstruction e�ciency, typically well below 1%. In
all analyses reported to date, no evidence for a signal is
found, and the current experimental upper limit on the

branching fraction is estimated to be 1.6⇥ 10�5 at 90%
confidence level [20].
In this search, a novel and independent inclusive tag-

ging approach is used, inspired by Ref. [21]. This ap-
proach has the benefit of a larger signal e�ciency of
about 4%, at the cost of higher background levels. The
method exploits the distinctive topological features of the
B+ ! K+⌫⌫̄ decay that distinguish this process from
the seven dominant background processes, i.e., other de-
cays of charged and neutral B mesons and continuum
processes (e+e� ! qq̄ with q = u, d, s, c quarks and
e+e� ! ⌧+⌧�). The signal candidates are reconstructed
as a single charged-particle trajectory (track) generated
by the kaon, typically carrying higher momentum than
background particles. The remaining tracks and energy
deposits, referred to as the rest of the event (ROE), can
thus be associated to the decay of the accompanying B
meson. Furthermore, the neutrinos produced in the sig-
nal B-meson decay typically carry a significant fraction
of its energy. The resulting missing momentum is defined
as the momentum needed to cancel the sum of the three-
momenta of all reconstructed tracks and energy deposits
in the center-of-mass system of the incoming beams. The
specific properties of signal events are captured in a va-
riety of discriminating variables used as inputs for event
classifiers to separate signal from background.

This search uses data from e+e� collisions produced
in 2019 and 2020 by the SuperKEKB collider [22].
The data, corresponding to an integrated luminosity of
63 fb�1 [23], are recorded by the Belle II detector at a
center-of-mass energy of

p
s = 10.58GeV, which cor-

responds to the ⌥ (4S) resonance, and contain 68 mil-
lion BB̄ pairs [24]. An additional o↵-resonance sample
of 9 fb�1 integrated luminosity, collected at an energy
60MeV lower than the ⌥ (4S) resonance, is used to con-
strain the yields of continuum processes.
Seven simulated background samples are used to study

the corresponding seven dominant background processes
introduced previously. The decays of charged and neu-
tral B mesons are simulated using the EVTGEN event
generator [25]. KKMC [26] is used to generate the qq̄
pairs, with PYTHIA8 [27] to simulate their hadroniza-
tion and EVTGEN to model the decays of the generated
mesons. KKMC and TAUOLA [28] are employed to simu-
late e+e� ! ⌧+⌧� events. The simulated B+ ! K+⌫⌫̄

S. Cunli↵e ·Prospects for rare B decays at Belle II

Figure 7: Sensitivity to an inclusive lepton uni-

versality ratio defined in Equation 1, for

two regions of squared invariant mass of

the lepton pair. To appear in [29].

squared invariant mass of the lepton pair,
1 < q2 < 6 GeV2/c4 [35]. Belle II will not over-
take the precision of these measurements but
will perform an independent verification. With
approximately 10 ab�1 (3 ab�1) Belle II will
reach the current precision of RK (RK⇤). How-
ever an analogous definition in terms of the in-
clusive decays,

RXs ⌘ B [B ! Xsµ+µ�]

B [B ! Xse+e�]
, (1)

can be made. Such an observable would be chal-
lenging for LHCb, but could be measured with
percent-level precision at Belle II as shown in
Figure 7.

It is also possible to measure the di↵eren-
tial branching fraction (dB/dq2), ACP, and per-
form an angular analysis for these inclusive
B ! Xe+e� and B ! Xµ+µ� decays. In con-
trast to the angular analysis of the exclusive
B ! K⇤µ+µ� decay with many observables, in
an inclusive angular analysis it is only possible
to measure the forward-backward asymmetry of
the leptons (AFB). Current precision [36–38] is
around 30% for dB/dq2, and 20% for AFB and
ACP. Belle II will reach a precision of around
7% for dB/dq2 and 2 � 3% for AFB and ACP.
Figures 8 and 9 show the sensitivity for the for-

Figure 8: Sensitivity to the di↵erential branching

fraction (dB/dq2) in B ! Xs`
+`� de-

cays, for three regions of squared invari-

ant mass of the lepton (` = e, µ) pair.

To appear in [29].

mer two of these observables.

6.3. b ! s⌫⌫̄

Assuming that the B ! K⇤⌫⌫̄ decay occurs at
the rates predicted by the SM [39,40],

B
⇥
B+ ! K+⌫⌫̄

⇤
= (4.7 ± 0.6) ⇥ 106;

B
⇥
B0 ! K⇤0⌫⌫̄

⇤
= (9.5 ± 1.1) ⇥ 106,

Belle II will observe the process and measure
the branching fraction with 10 � 11% uncer-
tainty in 50 ab�1. This decay mode is of similar
interest to B0 ! K⇤0µ+µ� in terms of sensi-
tivity to CNP

9,10, however probing B ! K⇤⌫⌫̄ de-
cays also provides orthogonal information. For
B ! K⇤⌫⌫̄, the factorisation of hadronic e↵ects
is exact (since neutrinos are electrically neutral)
and could be used to extract B ! K hadronic
form-factors to high accuracy [29]. It is also
possible that B ! K⇤⌫⌫̄ can provide model-
dependent information to disentangle possible
NP e↵ects behind the current anomalies [39].

Experimentally, it is possible to use full event
reconstruction and construct the sum of the
missing energy and missing momentum in the
e+e� centre-of-momentum frame. The distri-
bution of this variable is shown in Figure 10.

7
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FIG. 21. Signal strength µ determined in the ITA (left) and HTA (right) for independent data samples divided into approximate
halves by various criteria. The vertical lines show the result obtained on the full data set. The horizontal bars (and dot-dashed
lines) represent total 1 standard deviation uncertainties.

FIG. 22. Distribution of q2rec for ITA events in the pion-
enriched sample and populating the ω(BDT2) > 0.92 bins.
The yields of simulated background and signal components
are normalized based on the fit results to determine the
branching fraction of the B+ → ε+K0 decay. The pull dis-
tribution is shown in the bottom panel.

is reduced by about 20%. The increase in the systematic
uncertainty, also observed in ITA, is compensated by an
increase in the data-sample size due to changes in the

FIG. 23. Branching-fraction values measured by Belle II,
measured by previous experiments [9–13], and predicted by
the SM [4]. The Belle analyses reported upper limits; the val-
ues shown here are computed based on the quoted observed
number of events, e!ciency, and f+→ = 0.516. The BABAR
results are taken directly from the publications, and they use
f+→ = 0.5. The weighted average is computed assuming sym-
metrized and uncorrelated uncertainties, excluding the super-
seded measurement of Belle II (63 fb→1, inclusive) [13] and
the uncombined results of Belle II shown as open data points.

18

TABLE II. Sources of systematic uncertainty in the HTA (see caption of Table I for details).

Source Correction Uncertainty type, Uncertainty size Impact on ωµ

parameters

Normalization of BB background Global, 1 30% 0.91
Normalization of continuum background Global, 2 50% 0.58
Leading B-decay branching fractions Shape, 3 O(1%) 0.10
Branching fraction for B+ → K+K0

LK
0

L q2 dependent O(100%) Shape, 1 20% 0.20
Branching fraction for B → D→→ Shape, 1 50% < 0.01
Branching fraction for B+ → K+nn̄ q2 dependent O(100%) Shape, 1 100% 0.05
Branching fraction for D → K0

LX +30% Shape, 1 10% 0.03
Continuum-background modeling, BDTc Multivariate O(10%) Shape, 1 100% of correction 0.29
Number of BB Global, 1 1.5% 0.07
Track finding e!ciency Global, 1 0.3% 0.01
Signal-kaon PID p, ε dependent O(10–100%) Shape, 3 O(1%) < 0.01
Extra-photon multiplicity nωextra dependent O(20%) Shape, 1 O(20%) 0.61
K0

L e!ciency Shape, 1 17% 0.31
Signal SM form factors q2 dependent O(1%) Shape, 3 O(1%) 0.06
Signal e!ciency Shape, 6 16% 0.42
Simulated-sample size Shape, 18 O(1%) 0.60

FIG. 15. Observed yields and fit results in bins of the ϑ(BDT2) ↑ q2rec space obtained by the ITA simultaneous fit to the
o”- and on-resonance data, corresponding to an integrated luminosity of 42 and 362 fb↑1, respectively. The yields are shown
individually for the B+ → K+ϖϖ̄ signal, neutral and charged B-meson decays and the sum of the five continuum categories.
The yields are obtained in bins of the ϑ(BDT2)↑ q2rec space. The pull distributions are shown in the bottom panel.

not alter the ITA result significantly. The ITA sample
with removed overlapping events is used for the compat-
ibility checks. The ITA and HTA measurements agree,
with a di!erence in signal strength of 1.2 standard devi-
ations.

XIII. CONSISTENCY CHECKS

Several checks are performed to test the validity of the
analysis.

Simulation and data events are divided into approxi-
mately same-size statistically independent samples (split
samples) according to various criteria: data-taking pe-
riod; missing-momentum direction; momentum of the
rest-of-event particles; number of photons, charged par-
ticles, and lepton candidates in the event; kaon direction;

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.109.112006
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Long-Lived Particle Search (190 fb-1)

• First LLP Search at Belle II
‣ In FCNC b→s, some models predict the 

production of long-lived (pseudo) scalar S
‣ B± → K±S or, B0 → K＊(892)S  

where K*(892) → K+π− ,  
S → e+e−, µ+µ−, π+π−, K+K−

• Peak search in the mass distribution of S

S
sb

W

u,c,t

f
f

B± → K±S B0 → K＊(892)S

S → e+e− S → e+e−

S → µ+µ− S → µ+µ−

S → K+K− S → K+K−

S → π+π− S → π+π−

cτ~50cm

cτ~1cm

cτ~10cm

Phys. Rev. D 108, L111104 (2023)

https://doi.org/10.1103/PhysRevD.108.L111104
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Hadronic Vacuum Polarization

• 5.1σ deviation from the SM in (g-2)μ 
‣ new physics? (e.g. SUSY, LQ, ALP, … ) 

• Dominant theo. unc. arises from QCD term (HVP term)

• Large diff. in measured xsec btw BaBar and KLOE 
• e+e- → π + π -π0 cross section at Belle II  
‣ Energy of hadrons scales with ISR γ recoil energy 
‣ Measured xsec is 6.5% higher than BABAR, 

pushing 3.0x10-3 higher in aµ

μL μR

γ

HVP： Hadronic Vacuum Polarization

Phys. Rev. D 110, 112005 (2024)
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Figure 18. Diphoton mass distributions (a) for events in the 3ω mass range 0.7825–0.7850GeV/c2 and (b) for events in the 3ω
mass range 0.9000–0.9025GeV/c2. The convention in the figure is the same as in Fig. 3.
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Figure 19. Distribution of 3ω mass spectrum (left) for M(3ω) less than 1.05GeV/c2 and (right) for M(3ω) greater than
1.05GeV/c2. The points with error bars are determined from diphoton mass fits in each M(3ω) bin. The filled stacked
histograms are the estimated contributions of residual backgrounds. The number of events measured in each M(3ω) bin is
scaled to the 25MeV/c2 bin width.

response and FSR. An iterative dynamic stable unfold-
ing method (IDS) [58] is used to unfold the original signal
yield. The typical M(3ω) mass resolution based on sim-
ulation is 6.5MeV/c2 at the ε resonance. The detector
resolution is comparable to the width of the ε and ϑ
resonances.

Unfolding transforms a measured spectrum into a gen-
erated spectrum based on a transfer matrix Aij . The
matrix Aij , which describes the number of events gen-
erated in the jth M(3ω) bin and reconstructed in the
ith M(3ω) bin, is obtained from the simulated sample
shown in Fig. 20. The IDS method allows the unfolding

of structures that are not modeled in the simulation and
avoids fluctuations from the background subtraction.

Before performing the unfolding procedure, we evalu-
ate potential data-simulation di!erences in the transfer
matrix resulting from an incomplete simulation of the
mass resolution and momentum or energy scale since
the IDS method does not compensate for these di!er-
ences. We assess these di!erences by fitting the signal-
only 3ω mass spectrum in data using a model that in-
cludes the transfer matrix, the simulated distribution,
and a Gaussian smearing term to represent a possible
shift in the measured mass and a degradation of the reso-

ω φ

ω’ ω’’ J/ψ

https://journals.aps.org/prd/abstract/10.1103/PhysRevD.110.112005
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SBL Investigation
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A significant beam loss at high beam current operation resulted in severe damage on 
a collimator or the vertex detector. Our abort system is not fast enough to protect 
such a sudden beam loss. → A limitation toward higher beam current

Severe damage on LER D02V1 collimator 
after the huge beam loss on June 6th

- After the huge beam loss event on June 6th, LER BG increased significantly
- D02V1 collimator jaws were severely damaged (deep scar on the bottom jaw)
- We lost 3~4 days for the collimator replacement work and the baking runs

Beam

Beam Beam

Understanding the cause of huge beam loss events is essential for the stable 
operation at high beam currents. Where in the ring the beam abnormality initially 
occurs? Adding more sensors to the key collimators will help to understand the 
initial beam loss position. 14

Damaged D02V1 collimator head 

beam aborted
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15

- By comparing beam loss timing among several sensors along the ring, we can find the 
possible area of initial beam loss.
- If we can add new beam loss sensors at some important collimators, it will help us pin-down 
the initial beam loss position of dangerous aborts.
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- By comparing beam loss timing among several sensors along the ring, we can find the 
possible area of initial beam loss.
- If we can add new beam loss sensors at some important collimators, it will help us pin-down 
the initial beam loss position of dangerous aborts.
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Sudden Beam Loss (SBL)
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•To pinpoint the location of the initial beam 
loss, 15 loss monitors (CsI+PMT, EMT) 
have been installed around collimator 
locations (i.e. smallest aperture in the ring) 
since the summer of 2021. 

•White Rabbit (WR) time synchronization 
system, developed by CERN, has been 
employed.

Motivation
-EMT delivered 11th Oct. Assembly and signal check is done.
-PMT (R9980U-110) based but aluminum used for Photoelectric surface.
R&D has been done by T2K for muon beam monitor.

EMT EMT + divider circuit

CsI+PMT EMT

high radiation tolerance sensor 

Figure 7: Setup of the EMT test using the 4 GeV electron beam at the
newly established test beam line at KEK PF-AR facility.

ciency implies that for a bunch current of 0.5 mA with
an acceptance of 0.1%, the system can detect the loss of
a single bunch.

3.2. System Configuration

During machine operation, the entire tunnel experi-
ences high radiation levels, especially the upstream part
of the ring near the beam injection point, due to signif-
icant beam loss associated with the injection process.
Therefore, EMTs, which possess high radiation toler-
ance, were installed in the upstream section near the
injection point, while CsI+PMTs were installed down-
stream near the Belle II detector. Due to the potential
lack of radiation tolerance of the data acquisition sys-
tem, it was placed in the nearest power station, with
long signal and power cables, approximately 100-300 m
in length, running through the tunnel. To date, 15 loss
monitors have been installed primarily around the key
collimators in both the LER and HER rings, as shown
in Figure 8 and detailed in Table 1.

Table 1: Locations of Installed Loss Monitors (LM)

LM Type Ring Position
EMT LER D06H3, D06H4,

Injection Point
CsI+PMT LER D06V1, D06V2,

D05V1, D02V1
EMT HER D09H2, D09V1,

D09V3, Injection Point
CsI+PMT HER D12V1, D12V2,

D12V3, D01V1

3.3. Time Synchronization System

To compare the relative time di↵erences between
loss monitors, we adopted the White Rabbit (WR)
high-precision time synchronization system [25]. WR

Figure 8: Green circle indicates the loss monitors installed during
Long Shutdown 1 (LS1), and maroon circle shows those installed be-
fore the LS1 period. The 15 locations (7 in LER and 8 in HER) cover
the entire ring, enabling precise identification of beam loss points.

achieves sub-nanosecond time synchronization by syn-
chronizing the internal clocks (e.g., CPU time) of dif-
ferent WR nodes connected via optical cables 4 in three
stages: sub-microsecond time synchronization via the
Precision Time Protocol (PTP), internal clock synchro-
nization via Synchronous Ethernet (Sync-E), and iden-
tifying and correcting phase di↵erences between syn-
chronized clocks via digital dual mixer time di↵erence.
Originally developed primarily by CERN, the WR stan-
dard is fully open-source on the Open Hardware Repos-
itory (OHR), and its implementation is progressing in
various physical experiments. WR nodes are catego-
rized as either Master or Slave and are connected by
single-mode optical fibers, allowing for the sharing of
timestamps between nodes. Although the nodes can be
connected with optical fibers up to 80 km in length,
boundary modules facilitate daisy-chain connections,
enabling time synchronization between nodes at even
more distant locations, as depicted in Figure 9. This
system is ideal for timing control in large accelerator
facilities, including SuperKEKB. The WR-TDC 5 we
utilize operates with a 125 MHz clock, achieving a time
resolution of 8 ns, which su�ciently meets our preci-
sion requirements.

4Direct attach cables connected to SFPs are also acceptable.
5WR can also be used as a TDC or ADC, depending on the FMC

card installed.
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facilities, including SuperKEKB. The WR-TDC 5 we
utilize operates with a 125 MHz clock, achieving a time
resolution of 8 ns, which su�ciently meets our preci-
sion requirements.

Figure 9: Conceptual diagram of the WR system.

3.4. Data Acquisition System

In addition to WR-TDC, we use a USB oscilloscope
(Picoscope 3403D) to acquire data from the loss mon-
itors. The oscilloscope captures waveform data 1 ms
before and after the abort signal (corresponding to ap-
proximately 100 beam-cycles before and after), allow-
ing time-series analysis of beam losses. As shown in
Figure 10, loss monitor signals are split into two at the
nearest power station, with one path connected to the
oscilloscope and the other to the WR-TDC.

Figure 10: Schematic of the loss monitor data acquisition system.

The loss monitors can observe not only SBL events
but also injection losses arising from the horizontal
beam oscillations during the beam injection. Therefore,
the signal line on the WR side is further split to ob-
tain data for beam injection studies, in addition to SBL
events. For SBL-targeted signals, the threshold is set
to the minimum, and an injection veto is applied to the
WR-TDC until the injection oscillations settle.

5WR can also be used as a TDC or ADC, depending on the FMC
card installed.

4. Beam Loss Analysis

4.1. Timing Calibration for SBL Analysis

To accurately analyze beam losses and SBL events,
precise timing calibration of the detection system is cru-
cial. The WR system provides accurate time synchro-
nization by sharing timestamps between nodes, elimi-
nating the need for special corrections. The WR-TDC
and Picoscope timing were further calibrated using ca-
ble length corrections. The cable lengths were measured
using a spectrum analyzer by observing the signal re-
flection peaks at connector positions.

For SBL analysis, the beam abort signal is used as
the time reference. The master WR node, located in
the central control building (CCB), is directly connected
to the abort module and thus inherently knows the ex-
act time the abort signal is issued. However, for the
Picoscope, corrections are necessary to account for the
time delay of the abort signal reaching each power sta-
tion where the loss monitor DAQ systems are installed.
This ensures accurate determination of which loss mon-
itor first detected the beam loss by comparing the times-
tamps from the di↵erent monitors.

4.2. Injection Analysis

As the beam is further squeezed in the future, it be-
comes essential to maintain or even improve the beam
injection performance to accumulate beam current and
enhance luminosity. This is particularly critical in HER,
which has lower injection e�ciency compared to LER.
The high-speed loss monitors play a vital role in achiev-
ing this objective by providing real-time data that helps
in optimizing beam injection performance. Addition-
ally, the loss rate is displayed live in the accelerator con-
trol room, assisting in diagnosing issues with the colli-
mators.

We analyzed the beam losses occurring during beam
injection. Figure 11 illustrates the correlation between
the beam loss rate observed by the high-speed loss mon-
itor installed near one of the HER collimators and the in-
jection e�ciency of HER under constant beam current
conditions. The data shows that the loss rate increases
as the injection e�ciency decreases. This correlation is
continuously monitored across all loss monitors, aiding
in the tuning of injection parameters.

4.3. SBL Analysis

4.3.1. Pre-LS1 (2022 Analysis)
We analyzed the SBL events observed during the

2022 operation. Although SBL events occur in both
LER and HER, they are more frequent in LER, so the

7
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losses in the ring by about 20% in the example shown in
Figure 1. For some SBL events, even greater improve-
ments can be expected. Based on this promising result,
we decided to install additional CLAWS in the upstream
regions of the ring, specifically around the vertical col-
limators in the D05 and D06 areas.

Furthermore, as shown in Figure 17, if the abort re-
quest signal can be sent directly from the D06 power
station to the D07 power station where the abort kicker
pulse power supply is located, bypassing the CCB, even
greater improvements can be expected. Additionally, re-
placing optical fiber communication with laser commu-
nication for signal transmission between power stations
would enable further speedups. Currently, we are work-
ing on expanding the abort modules to the D07 power
station and developing laser transport R&D with this
ambitious goal in mind.

Figure 17: Ideas for abort speedup. The arrows indicate the current
path of abort requests from CLAWS (1), the path if the abort request
could be issued from D06 (2), and the path bypassing CCB (3). The
yellow mark indicates the location of the first beam loss. Note: The
optical cable path is shown running along the inner side of the ring for
illustration purposes; in reality, it passes through the tunnel.

6.1. Additional CLAWS Installation at D05

After careful consideration of factors such as re-
ducing cable lengths and the strategy to utilize the
newly constructed NLC collimator at D05 more actively
for background reduction while minimizing collimator
damage risks after LS1, this collimator was selected
as the first location for the additional CLAWS installa-
tion. Consequently, four CLAWS sensors were installed
around the D05V1 collimator as shown in Figure 18.

One sensor was positioned upstream of the collimator,
while the remaining three were placed downstream.

Figure 18: D05 vertical collimator and CLAWS sensors. The vertical
collimator is highlighted with the large red circle. It is called a Non-
linear Collimator. The position of the CLAWS sensors is highlighted
with the small circles.

During the operations in early 2024, the commission-
ing of the new CLAWS sensors was conducted. Fig-
ure 19 illustrates a typical signal during a beam abort.

Sensors #1 (upstream) and #4 (most downstream)
generally observed larger beam losses. In the case of
SBL events, the beam loss around this collimator was
significant, causing saturation in all CLAWS sensors.
Sensor #2 was selected as the abort sensor to ensure a
broad threshold range for the abort request condition.
Initially, the abort request threshold was set to 35 mV,
which was later increased to 100 mV by the end of the
2024 spring run period.

In addition to the threshold, the signal pulse width
(duration) was incorporated into the abort request con-
dition to e↵ectively distinguish SBLs from other beam
losses or noise. Commissioning results indicated that
significant beam losses during SBL events last more
than 1 µs. The abort request signal is triggered when
the beam loss waveform exceeds a duration of 180 ns.
An injection veto was also incorporated into the abort
request logic of the CLAWS at D05. The launch of the
abort request signal is vetoed for 1 ms after injection.
This condition was optimized during the 2024 spring
operation.

An integration study of CLAWS into the abort sys-
tem was conducted using the above abort request condi-
tions by providing pseudo-abort requests with the new
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In 2022, most SBL events triggered 
abort requests from CLAWS (IR).  
The timing of these aborts can be 
improved by: 

 1. Optimizing sensor placement

 2. Reducing transmission path 
length (bypassing CCB)
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0.6 In 2022, we demonstrated that 
optimizing sensor placement at 
D06V1 allowed the abort signal to 
be issued 1-2 abort gaps earlier.
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SBL Investigation (After Summer 2024)

•Upon opening the beam pipe in the D10 L02/L03 
sections, black stains were discovered. 

•These stains were identified as burnt silicon, most 
likely originating from the degradation of vacuum 
sealants (VACSEAL).

•After cleaning the affected piples 
(D10 L02/L03), SBL was completely 
eliminated in that section.  

• However SBL continues to occur 
in the D04 section, necessitating 
further clearning/monitoring.
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Summary

31

• SuperKEKB/Belle II is a new generation B-factory having unique 
capabilities for new physics search. 

• Machine operation going well so far and 575 fb-1 has been collected. 
• LER/HER: 1632/1259 mA 
• n. bunch: 2346 bunches (2-bucket spacing)  
• Peak luminosity: 5.1 x 1034 cm-2s-1

Belle II experiment at SuperKEKB collider

5

SuperKEKB 

• Successor of KEKB (1999-2010, 
KEK, Japan) 

• Target peak luminosity: 
  (x 30  of KEKB) 

• Target integrated luminosity:  
 (x 70 Belle at )

6 ⋅ 1035 cm−2s−1

50 ab−1 Υ(4S)

Nano-beam scheme: 

Belle II 

[Belle II Technical Design Report, arXiv:1011.0352]

Beryllium beampipe  
1cm radius

Vertex Detector (VXD) 
2 layers Pixel (DEPFET)  
4 layer DSSD

Magnet  
Superconducting solenoid  
B=1.5 T

Electromagnetic  
Calorimeter 
CsI(T)  and muon detecor (KLM) 

Resistive Plate Chamber (barrel) 
Scintillators+WLSF+MPCC (endcaps)

KL

Particle Identification 
TOP: Time of propagation counter (barrel)  
ARICH: focusing Areogel RICH (forward)

Central Drift Chamber (CDC) 
56 layers of longitudinal and stereo wires 
He(50%):C2H6(50%)

electrons (7 GeV)

positrons (4 Gev)

Current Status 

• complete detector data taking 
started in 2019 

• Current peak luminosity 
 (reached the 

22/06/2022) 

• current integrated luminosity: 
 (~Babar~0.5 Belle) 

• Long Shutdown 1 (LS1) is starting 
now for several upgrades (beam pipe, 
pixel, TOP PMT)

4.7 ⋅ 1034 cm−2s−1

∼ 424 fb−1

Long term projection
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Thank you!
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